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However, background research suggests a relationship between variables: 3 e 1 + .’;,1 . ga
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Understanding that each variable is further connected, our objective was to et of the predisting variables.
construct a more holistic model. The importance of this is to solidify an
understanding of how pandemics affect our economy in the case of future T e e s S ———
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SFOCK market indices are affected and influenced by the number of covid cases, goc — it intercept 3480.748311
oll prices and exchange rates. 0.8733 56.91 2574.41
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for around 65% of the variation in the stock market indices. A snippet of the dataset
Since we used z-scored variables when building the model we are able to MethOdS

compare the coefficients:

e OIll prices have the largest coefficient hence they have the greatest
Influence

e Exchange rates have a negative influence on stock market indices

e A linear regression model using multiple sources to build a dataset with the different variables we want to analyze. A snippet of
the data can be seen in Figure 4 above. We used this data to build a model using pandas (coding in python).

e \We z score our variables because we noticed that they were all on a different scale making it hard to directly compare two
variables. The new data points are basically a representation of how far each point is from the mean of the column and each data
point Is changed based on this.

e 80-20 split - we can use 80% of the dataset to build the model and use the other 20% to test how the model is performing with
unseen data.

e The two graphs (Figure 1 and Figure 2) above are showing the model’s predicted values and how they compare to the actual
values. The graphs for both the training and testing set look similar enough to say the model is performing well.

e Figure 5 shows us the coefficients and because we made sure to z score we can directly compare. The values might look a little
high but that Is because we would heed to use z scored data if we want to directly multiply the data values (use the equation).

Assumption of linearity:
When using a linear regression model we make the assumption that each of
the predicting variables has a linear relationship with the y-variable.

Figure 3(a-c) shows us these relationships and we can see that there is some
sort of linearity but not perfect. This helps explain the low RA2 value of our
model.

Future Work
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The model can also be applied to other countries to then capture global trends. to life.




